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DART _LAB Tutorial Section 1:
Ensemble Data Assimilation Concepts in 1D

This material is based upon work supported by the National Center for Atmospheric Research, which is a major facility sponsored by the National Science Foundation under Cooperative Agreement No. 1852977.



Example: Estimating the Temperature Outside

An observation has a value Ty( * ), what the instrument measured.
Without additional information this is meaningless.

Observed Temperature is 1C

1 1 * 1
-4 -2 0 2 4
Temperature
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Example: Estimating the Temperature Outside

An observation has a value Typ( * ), what the instrument measured.
Without additional information this is meaningless.
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Temperature

The additional information we need is a likelihood function.
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Example: Estimating the Temperature Outside

An observation has a value Typ( * ), what the instrument measured.
Without additional information this is meaningless.

o
»

Probability
o
N

0 1 I * I

—4 ) 0 2 4
Temperature
The additional information we need is a likelihood function.

L(T)=P (T0|TTrue =T)
This is the relative probability that the actual temperature is
T given that the instrument observed Tp,.
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Bayes’ Theorem

Simplest form (and some notation):

P(B|A)P(A)

P(AIB) = ——

Read as: “Probability of A given B is equal to the probability of B
given A times the probability of A normalized by the probability of B.

Easily derived from basic definition of conditional probability:

P(A,B P(A,B
P(A|B) = IS(B)) and P(B|A) = }S(A))

Where P(A, B) represents the probability of A and B.
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Bayes’ Theorem

Simplest form (and some notation):

P(B|A)P(A)
P(B)

P(A|B) =

Read as: “Probability of A given B is equal to the probability of B
given A times the probability of A normalized by the probability of B.

Note that statisticians might be concerned by using this discrete
formulation for the continuous random variables we’ll be discussing,
but it all works out...
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Bayes’ Theorem

Simplest form (and some notation):

P(B|A)P(A)

P(AIB) = ——

We have the case where A is the temperature outside, T,
and B is the observed value.

P(To|T)P(T)
P(T|To) = =22

writing the likelihood.

where P(T,|T) is a more concise way of
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Example: Estimating the Temperature Outside

Instrument builders know about the observation error associated
with a measurement, say the thermometer is unbiased with +/-
0.8° C Gaussian error.
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Example: Estimating the Temperature Outside

Instrument builders know about the observation error associated
with a measurement.

Define the observation erroras E =T, — Tryye
Then the observation error distribution is P(E).

It is common for observation error to be approximated by

a normal distribution with zero mean,
P(E) = Normal(0,05)

Standard deviation gy.
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Example: Estimating the Temperature Outside

The likelihood function and observation function are not the

same thing.

go.4 ...............
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a 0.2

L 1 * 1
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Temperature

If the error distribution is Normal(0, 65) and the observed
value is Ty, then the likelihood is Normal(Typ, 04).
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Example: Estimating the Temperature Outside

The likelihood function and observation function are not the same
thing.

Be careful when the error isn’t a simple normal as the relation
between the observational error distribution and likelihood is
more complex. (Watch out for gammas/inverse gammas for
instance).
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Example: Estimating the Temperature Outside

Suppose we have a second observation of the temperature. We
are interested in the probability distribution of the temperature
given both observations, Ty 1 and Ty 5

We will refer to our estimate using the first observation as the
prior, and we want to include information from the second
observation.
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Example: Estimating the Temperature Outside

Prior estimate of temperature from first observation.

Probability
o
S
T
o
o
@)
L

O
\S)

94 -2 0 2 4
Temperature

The green curve is P(T' | Ty ;).
In our example so far, this is the likelihood of the first observation.
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An Extended Form of Bayes

Aside: Derivation of generalized Bayes:
P(A,B) = P(A|B) P(B) =P(B|A)P(A) (al)
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An Extended Form of Bayes

Aside: Derivation of generalized Bayes:

P(A,B) =  P(A|B) P(B) =P(B|A)P(A) (al)
P(A,B,C) = P(4,(B,C)) =P(A|B,C)P(B,C) (a2)
P(A,B,C) = P(B,(A,C)) = P(B|A, C)P(4,0) (a3)

Extend (al) to get (a2) and (a3).
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An Extended Form of Bayes

Aside: Derivation of generalized Bayes:

P(A,B)=  P(4A|B) P(B) =P(B|A)P(A) (al)

P(A,B,C) = P(4,(B,C)) =P(A|B,C)P(B,C)
P(A,B,C) = P(B,(4,0)) = P(B|A,C)P(A,C)
P(B|A4,C)P(4,C)
P(B,(C)
P(A,C) P(AIC)P(C)  P(A|C)

Solve from (a2), (a3). P(A |B, C) —

Ratio from (al).

P(B,C) P(B|C)P(C) P(B|C)
P(B|A,C)P(A|C)

Substitute (a5) in (a4). P (A|B,C) = P(B|C)

(a2)
(a3)

(ad)

(a5)
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An Extended Form of Bayes

Aside: Derivation of generalized Bayes:

~ P(B|A,C)P(A|C)

P(A|B,C) P(BIO)

For our case with two temperature observations:

P(To2|T, To1 )P(T|To 1)
P(Tp1|To2)

P(T|T0,1; To,z) =
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An Extended Form of Bayes

P(To2|T, To1 )P(T|To 1)
P(Tp1|To2)

P(T|T0,1; To,z) =

We will assume that the random errors associated with the two observations are
independent. This assumption will be retained throughout almost everything we do.

P(Tp|T )P(T|Tp1)
P(To1lTo2)

P(T|To,1: To,z) —
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Combining the Prior Estimate and Observation

Likelihood: Probability that 7, , is

Bayes observed if T'is true value.

Theorem:

\ — Prior

P(Tp|T )P(T|Tp1)
P(Tp1|To2)

P(T|To,1» To,z) —

Posterior: Probability of 7 given
observation and prior. Also
called update or analysis.
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Combining the Prior Estimate and Observation

Likelihood: Probability that 7, , is

Bayes observed if T'is true value.

Theorem: \

— Prior
P(Ty-|T )P(T|Tp1)

normalization

P(T|To,1» To,z) =

Posterior: Probability of 7 given
observation and prior. Also

called update or analysis. . , -
Denominator is a normalization

so that posterior is a probability
distribution (PDF).
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Combining the Prior Estimate and Observation

Probability

O

O

n

P(Ty,|T )P(T|Ty+)

P(T|Tp1,To2) = zati
( To,1 0'2) Normalization

Prior PDF

Temperature
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Combining the Prior Estimate and Observation

P(Ty,|T )P(T|Ty+)
Normalization

P(T|T0,1» To,z) =

Obs. Likelihood

Probability
O o
S

Temperature
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Combining the Prior Estimate and Observation

P(To,|T )P(T|Tp+)
Normalization

P(T|T0,1» To,z) -

> \—Likelihood
= 0.4} \X___Prior -
% - \'Numerator
a 0.2

0

-4 4

Temperature
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Combining the Prior Estimate and Observation

P(Ty,|T )P(T|Ty+)
Normalization

P(T|T0,1» To,z) =

Area Under Prodljct IS Denon{inator

Probability
O o
S

Temperature
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Combining the Prior Estimate and Observation

P(Ty,|T )P(T|Ty+)
Normalization

P(T|T0,1» To,z) =

Probability
O o
S

Temperature
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Color Scheme

Green == Prior
Red == Observation

Blue == Posterior

The same color scheme is used throughout ALL Tutorial materials.
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Combining the Prior Estimate and Observation

P(Ty,|T )P(T|Ty+)
Normalization

P(T|T0,1» To,z) =

Generally no analytic solution for Posterior.

Posterior PDF

o
N

Probability
o
N

|
bO

Temperature
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Combining the Prior Estimate and Observation

P(Ty,|T )P(T|Ty+)
Normalization

P(T|T0,1» To,z) =

Gaussian Prior and Likelihood -> Gaussian Posterior.

Posterior PDF

o
N

Probability
o
N

|
bO

Temperature

DART LAB Section1: 28




Combining the Prior Estimate and Observation

For Gaussian prior and likelihood...

Prior P(T|Tp1) = Normal(Tp, o5 )
Likelihood P(Ty,|T) = Normal(Ty, &)
Then, Posterior P(T|To,1; To,z) = Normal(Ty, 05 )

With o2 = (ap +002)_1

Ty = 02(0, 2Ty + 05°Tp)
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Matlab Hands-on: gaussian_product

MATLAB R2024a - academic use

HOME PLOTS APPS &l

Variable v p> Analyze Code § (o) % Communi
E [® or O [ Find Files & =) Ly Analy B @ Preferences (% &) 2 v

4 B R9e ©) [C‘\Search Documentation & Signin
=

Save Workspace Run and Time =) Request Support
New New New Open (5 Compare Import Clean % P Favorites &) Y Layout @sﬁpam Add-Ons  Help — q PP
Script  Live Script v - Data Data (% Clear Workspace v - [## Clear Commands ~ - - v [ Learn MATLAB
FILE VARIABLE CODE ENVIRONMENT RESOURCES =
@ = & ol ¥ 50/ » Users » jla » jla_home » GIT_DART_DOWNLOADS » QCEFF_TUTORIAL » DART » guide » DART_LAB » matlab » v R
Current Folder ® A Editor - /Users/jla/jla_home/GIT_DART_DOWNLOADS/QCEFF_TUTORIAL/DART/guide/DART_L.. ® x = Workspace ®
B Name & Git | gaussian_product.m | + | Name &
. private . 1[]  function gaussian_product ) (] dartlabloc
_‘]bound'ed_oned_ensemble.m ® 2 %% GAUSSIAN_PRODUCT demonstrates the product of two gaussian distributions. 1 dartloc
7<) gaussian_product.m ° 3 %
;ﬂoned_(ycle.m * 4 % This is fundamental to Kalman filters and to ensemble
fﬂoned_ensemble.m ° 5 % data assimilation. Change the parameters of the
_ﬂoned_model.r_n e 6 % Gaussian for the Prior (green) and the Observation (red)
oned_model_inf.log o 7 % and click on 'Plot Posterior'.
7 oned_model_inf.m [ ] 8 5
;ﬂrun_lorenz_slr_n L4 9 % The product (in this case, the 'Posterior') of two Gaussians is a Gaussian.
] run_lorenz_96_inf.m L4 10 % If the parameters of the two Gaussians are known, the parameters of the
7] run_lorenz_96.m L4 11 % resulting Gaussian can be calculated.
7 run_template.m . 12 5%
fﬂ(wod_ensemble.m L 13 % See also: bounded_oned_ensemble.m oned_cycle.m oned_ensemble.m oned_model.m
) twod_ppi_ensemble.m * 14 % oned_model_inf.m run_lorenz_63.m run_lorenz_96.m run_lorenz_96_inf.m
15 | % twod_ensemble.m twod_ppi_ensemble.m
16
17 %% DART software - Copyright UCAR. This open source software is provided
18] % by UCAR, "as is", without charge, subject to all terms of use at
19 % http://www.image.ucar.edu/DAReS/DART/DART_download
20 %
21 - % DART $Id$
22
23 help gaussian_product
24
25 atts = stylesheet; % get the default fonts and colors
26
27 % Specify the figure size in pixels. After that, all positions are
28 % specified as fractions (units=Normalized). That way, the objects
29 % scale proportionally as the figure gets resized.
30
31 figureXmin = 450; % The horizontal position of the entire figure, in pixels
32 £imieaVemin  — AEA. 0. Thn imetiand  macitian af dha amtden £imima  im o misal-
Command Window ®
New to MATLAB? See resources for Getting Started. X
data assimilation. Change the parameters of the
Gaussian for the Prior (green) and the Observation (red)
and click on 'Plot Posterior'.
Details v

The product (in this case, the 'Posterior') of two Gaussians is a Gaussian.
If the parameters of the two Gaussians are known, the parameters of the
resulting Gaussian can be calculated.

See also: bounded_oned_ensemble.m oned cycle.m oned_ensemble.m oned model.m
oned_model_inf.m run_lorenz 63.m run_lorenz 96.m run_lorenz 96_inf.m
twod_ensemble.m twod ppi_ensemble.m

Select a file to view details
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Matlab Hands-on: gaussian_product

Purpose: Explore the gaussian posterior that results from taking
the product of a gaussian prior and a gaussian likelihood.

| :
' File Edit View Insert Tools Desktop Window Help
Nede @ DB K [E 1) Set Prior Mean and

gaussian_product / Standard Deviation.

' '
I 1 Prior Mean
1 Prior SD -

- 04

— Prior
035"~ Obs. Likelihood

2) Set Observation
Mean and Observation

03} .
| Ot - Error Standard Deviation.
<€
0.25 Obs. Error SD -
02}
Plot Posterior | €
0.15 | e 3) Select Plot Posterior|to
= osterior : :
! 01 Update the items in blue.

Mean =
SD =
Weight =
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Matlab Hands-on: gaussian_product

Explore!

Change the mean value of the prior and the observation.

Change the standard deviation of the prior.

What is always true for the mean of the posterior?

What is always true for the standard deviation of the posterior?
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Bayes’ Theorem

p(A1BC)= PEBIAOPAIC)  p(BIAC)H(AIC)
p(B1C) j p(B1x)p(x1C)dx

Probability

—6 -4 —2 0 2 4 6

A : Prior Estimate based on all previous information, C.
B : An additional observation.

p(AIBC) :Posterior (updated estimate) based on C and B.
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Bayes’ Theorem

p(BIAC)p(AIC)  p(BIAC)p(AIC)

p(AIBC)=
p(BIC) Jp(le)p(xlC)dx

Obs. leellhood

Probability

> 4 6
A : Prior Estimate based on all previous information, C.

B . An additional observation.
p(AIBC) :Posterior (updated estimate) based on C and B.
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Bayes’ Theorem

p(BIAC)p(AIC)  p(BIAC)p(AIC)
p(BIC) Jp(le)p(xlC)dx

p(AIBC)=

Obs. leellhood

Probability

---------------
‘— y
"""""
- el

4 6
A : Prior Estimate based on all previous information, C.

B : An additional observation.
p(AIBC) :Posterior (updated estimate) based on C and B.
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Bayes’ Theorem

p(BIAC)p(AIC)  p(BIAC)p(AIC)
p(BIC) Jp(le)p(xIC)dx

p(AIBC)=

Obs. leellhoodl

Probability

(Deno .

2 4 6
A : Prior Estimate based on all previous information, C.

B : An additional observation.
p(AIBC) :Posterior (updated estimate) based on C and B.
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Bayes’ Theorem

p(BIAC)p(AIC)  p(BIAC)p(AIC)

p(AIBC)=

p(BIC) Jp(le)p(xlC)dx
Posterlor
0.2} Prior PDF/ - G R
= ' \Obs. leellhoodl
5 0.15F o [ N
3
o 01fp o NN
o
0.05p e S L7 N’d'r'rh'éliiétibh"('Dé'hb" NN
% 4 2 0 2 4 6
A : Prior Estimate based on all previous information, C.
B : An additional observation.

p(AIBC) : Posterior (updated estimate) based on C and B.
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Back to Temperature Observations

Likelihood: Probability that 7, , is

Bayes observed if T'is true value.

Theorem: \

— Prior
P(Ty-|T )P(T|Tp1)

normalization

P(T|To,1» To,z) =

Posterior: Probability of 7 given
observation and prior. Also

called update or analysis. . , -
Denominator is a normalization

so that posterior is a probability
distribution (PDF).
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Back to Temperature Observations

Bayes
Theorem:

P(Ton|T )P(T\To1s -»Ton-1)
Normalization

P(T|To,1. To.2 -+ Tom) =

Can do a sequence of n observations, each time making the
previous posterior into the new prior.
This will converge to the true temperature as a function of n.
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Matlab Hands-on: oned cycle (1)

Purpose: Use Bayes to ‘assimilate’ multiple observations of
temperature at the same time.

File Edit View Insert Tools Desktop Window Help ¥
Dede @ O K E
. oned_cycle Change the error standard
Growth Rate deviation of observations.
081 Obs. Error SD
06 . .
CyceDA | «——— Press to assimilate next T
04} observation.
021
Create New Ensemble
0 ¢
o EAKF
0.2 Prior KF Mean = 1.0000
EnKF
Prior KF SD = 2.0000
04" L L L 1 RHF
-3 -2 -1 0 1 2 3
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Matlab Hands-on: oned cycle (1)

What happens as more observations are assimilated?
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What is Data Assimilation?

Observations combined with a Model forecast ...

...to produce an analysis
(best possible estimate).
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The One-Dimensional Kalman Filter

1. Suppose we have a linear forecast model L.

A. If temperature at time t; =T, then the
temperature att, =t, + At is T, = L(T,).

B. Example: T, = G*T,
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The One-Dimensional Kalman Filter

e
85F7 | T\NCAR

Suppose we have a linear forecast model L.

A. If temperature at time t; = T, then the
temperature att, =t; + At is T, = L(T,).

B. Example: T, = G*T,

If posterior estimate at time t; is Normal(Tull, a,f’l), then
the prior at t, is Normal(T) 2, a75).

2 _ 2
Opo = G * 034
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The One-Dimensional Kalman Filter

Suppose we have a linear forecast model L.

A. If temperature at time t; =T, then the
temperature att, =t, + At is T, = L(T,).

B. Example: T, = G*T,

If posterior estimate at time t; is Normal(Tull, 03’1), then
the prior at t, is Normal(T) 2, 075).

Given an observation at t, with observation distribution
Normal(Ty, o§) the likelihood is also Normal(Ty, 0&).
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The One-Dimensional Kalman Filter

1. Suppose we have a linear forecast model L.

A. If temperature at time t; =T, then the
temperature att, =t, + At is T, = L(T,).

B. Example: T, = G*T,
2. If posterior estimate at time t; is Normal(Tull, 03’1), then

the prior at t, is Normal(T) 2, 075).

3. Given an observation at t, with observation distribution
Normal(Ty, o§) the likelihood is also Normal(Ty, 0&).

4. The posterior att, is Normal(Tu,z, 05’2) where T, , and

0} , come from page 29.
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Matlab Hands-on: oned cycle (2)

Purpose: One-dimensional Kalman Filter with linear growth

model.
File Edit View Insert Tools Desktop Window Help ~
Nade @ DE K (E Change the growth rate G.
oned_cycle /
:gﬂkﬂm Growth Rate
—— Posterior Change the error standard
0.8 Obs. Error SD — - ;
deviation of observations.
06 . .
Cycle DA <«——— Press to assimilate next
04} observation.
0.2
Create New Ensemble
0 ¥
* EAKF
Prior KF Mean = 3.4941 Posterior KF Mean = 2.7026
EnKF
Prior KF SD = 2.2361 Posterior KF SD = 1.4907 RHF

_ 4 2 0 2 4 6
fggr* ‘ "N NCAR DART LAB Section1: 47




Matlab Hands-on: oned cycle (2)

Make the growth rate > 1 to have a linear growth forecast
model.

Cycle the data assimilation.
Cycle means do assimilation, do forecast, repeat...

What happens to the prior and posterior standard deviation as
you cycle?

What happens to the prior and posterior mean?
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A One-Dimensional Ensemble Kalman Filter

Represent a prior pdf by a sample (ensemble) of N values:

£ 0.4}
0
©
S
a 0.2
Prior Ensemble
0 * ¥ * ¥k
-4 -2 0
Temperature
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A One-Dimensional Ensemble Kalman Filter:

Model Advance

If posterior ensemble attimet,isTy 5, n=1,...,N

- t1 Posterior
- Ensemble

6 4 3
Temperature

1 PDF
©coo
- N W
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A One-Dimensional Ensemble Kalman Filter:

Model Advance

If posterior ensemble attimet,isTy 5, n=1,...,N
advance each member to time t, with model, Tpon =L(Tu1n) n=1,...N.

5 0.3
Q- 0.2} t2 Prior
N 0.1} Ensemble

%Ie %I% * %Ielé
w 0.3}
Q 0.2} t1 Posterlor |
~ 0.1} Ensemble "

-6 -4 —2 # 2
Temperature

DART LAB Section1: 51



A One-Dimensional Ensemble Kalman Filter

Fit a continuous normal distribution to the prior ensemble
(subscripts for prior and time omitted for clarity):

g 0.4 Sample Mean

Q0

2 Prior PDF Sample

09_ 0.2 Standard Deviation
. * ok [* Kk
-4 -2 0 2 4

Temperature

N
Use sample mean T = E];/N
n=1

and sample standard deviation g% = ¥N__(T,, — T)?/(N — 1) to determine a

corresponding continuous distribution Normal(T, o%)
DART LAB Section1: 52
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A One-Dimensional Ensemble Kalman Filter:

Assimilating an Observation

O
»

L éPriO'r' PDF .............. .............. ]

Probability
O
N

Pfior Ensembie
* ok wx

—4 -2 0 2 4
Temperature

Fit a Gaussian to the sample.
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A One-Dimensional Ensemble Kalman Filter:

Assimilating an Observation

Obs. Likelihood

Zod
= Prior PDF
(4] : :
e
50.2
0 N
-4 -2 0 2 4

Temperature

Get the observation likelihood.
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A One-Dimensional Ensemble Kalman Filter:

Assimilating an Observation

Posterior PDF, Obs. Likelihood

Zoal I
- Prior PDF
© |
S
y 0.2
0 :
-4 —2 0 2 4

Temperature

Compute the continuous posterior PDF.
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A One-Dimensional Ensemble Kalman Filter:

Assimilating an Observation

Posterior PDF ,

_ . _
§ 0.4 .......................................................
QO
T
S
y 0.2 .

0 * * K .

-4 -2 0 2 4

Temperature

Use a deterministic algorithm to ‘adjust’ the ensemble.
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A One-Dimensional Ensemble Kalman Filter:

Assimilating an Observation

Posterior PDF,

O
»

Probability
O
N

Mean Shifted % /% %

—4 -2 0 2 4
Temperature

First, ‘shift’ the ensemble to have the exact mean of the posterior.
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A One-Dimensional Ensemble Kalman Filter:

Assimilating an Observation

Posterior PDF,
- . .
§ 0.4 .......................................................
% | 5
S 0.0 Variance Adjusted ¥ % %
Q. """ Mean Shifted % /% %

-4 -2 0 2 4
Temperature

First, ‘shift’ the ensemble to have the exact mean of the posterior.

Second, linearly contract to have the exact variance of the posterior.

Sample statistics are identical to Kalman filter.
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A One-Dimensional Ensemble Kalman Filter:

Assimilating an Observation

Posterior PDF

O
»

Variance Adjusted ¥ % %
Mean Shifted % /% %

Probability
O
N

—4 -2 0 2 4
Temperature

As we’ll discuss later, this is the same as conserving quantiles of the
prior ensemble. This Ensemble ‘Adjustment’ Kalman filter is a type of

Quantile Conserving Ensemble Filter.
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Matlab Hands-On: oned_ensemble

Purpose: Explore how ensemble filters update a prior ensemble.

File Edit View Insert Tools Desktop Window Help N 1) Change these
elfo = LE B if you want to.
oned_ensemble
Prior Mean = Posterior Mean = Observation - /
o 2) Click on
Or Prior SD = Posterior SD = 1
R s - Create New Ensemble
0.6 3) Click in here — a few times | Create New Ensemble | €
04l Update Ensemble \ 5) C||Ck on
e - Update Ensemble
0.2 1 B
1
0 =
e EAKF
EnKF .
RHE lgnore the Inflation and
4 EAKF menus for now.

-2 -1 0 1 2 3
4) Click outside the axis on the
light gray (anywhere) to finish

defining the ensemble.
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Matlab Hands-On: oned_ensemble

°  oned_ensemble
. File Edit View Insert Tools op Window Help
oned_ensemble
L] T T T H T
Prior Mean = 1.1576 Posterior Mean
08 Prior S| Posterio

Apply Inflation
R |

1

1. Keep your ensembles small, less than 10, for

easy viewing.

EnKF

2. Create a nearly uniformly spaced ensemble.

Examine the update.

3. What happens with an ensemble that is confined to one side
of the likelihood?

4. What happens with a bimodal ensemble (two clusters of

members on either side)?

5. What happens with a single outlier in the ensemble?
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Matlab Hands-on: oned cycle (3)

Purpose: One-dimensional Kalman Filter with linear growth

model.
File Edit View Insert Tools Desktop Window Help ~
Nade @ DE K (E Change the growth rate G.
oned_cycle /
:g:"'_?g . Growth Rate
osl —— Sl Change the error standard
mlall = 1M Obs- Error SD «<— deviation of observations.
06 . .
Cycle DA <«——— Press to assimilate next
04} observation.

Create New Ensemble

\ Create an ensemble as in

L]
Prior Ens Mean = 27562 Posterior Ens Mean = 0.7588 EAKF oned_ensemble.
Prior KF Mean = 3.9140 Posterior KF Mean = 1.4024
EnKF
Prior Ens SD = 2.4187 Posterior Ens SD = 1.5413
Prior KF SD = 2.2361 Posterior KF SD = 1.4907
| | | RHF
-2 0 2 4 6 8
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Matlab Hands-on: oned cycle (3)

See what happens when you create an ensemble and then cycle.
How do results compare to the continuous KF?
What elements of the ensemble vary with time?
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Matlab Hands-On: oned_model

Purpose:
* Explore behavior of a complete 1-D ensemble filter for a linear system.
* Look at the behavior of different ensemble sizes.

File Edit View Insert Tools Desktop Window Help k]

Nade @ 0B »E
TOp bUtton a”OWS - Ty = x4 + (z,+model bias) + a-;- |z |
alternatin g mo del —_— Advance Model observation is a draw from A(0, 1)
—— Truth
advance and Start Auto Run ® ;E __________________ * Observation
. e . / a —#*—Prior
assimilation steps. ' ;* % Posterior
0.8 3 1 Ens. Size 4
Or automatically s G os
’ e Model Bias 0.0
sequence o w
advances and | . Inflation 1.0
0.2 8 05
assimilations. E Nonlin. a 0.0
’ 6 4 2 0 2 4 6 % 2 s 4 5 6 7 8 9 1w
Timestep * EAKF
- Prior Rank Histogram - Posterior Rank Histogram
EnKF
2 2
%,05 §_05 RHF
& £ Clear Hist
0 0
Notes: 1 2 R:nk 4 5 1 2 . :nk 4 5 Reset

The ‘truth’ is always 0.

Observation noise is a draw from Normal(0,1)
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NeH:

Matlab Hands-On: oned_model

Purpose:
Explore behavior of a complete 1-D ensemble filter for a linear system.
Look at the behavior of different ensemble sizes.

File Edit View Insert Tools Desktop Window Help
Dade @

0E&E K [E

Advance Model

Start Auto Run

Latest Ensemble Prior, Likelihood, Posterior

Ty 1 = 2, + (2,+model bias) + a-z,-|z €

observation is a draw from N(0, 1)

State

04

03

02

0.1

Frequency
=] =
(4.} - (4] N

o

“N\NCAR

A Prior 4
Y = Posterior
] 1 = = Likelihood|{ T 4
I 1 o e Spread
] 1 e
] 1 -
] 1 g 1
i \ w
/ \ 2
2
R "
.g 15
— £
) . X o5
Truth in Posterior Bin 4
0
-6 & -2 0 2 4 6 1 2 3 4 5 6 7 8 9 10
State Timestep
Prior Rank Histogram - Posterior Rank Histogram
c
g 05
30
o
L
0
1 2 3 4 5 2 3 4 5
Rank Rank

* Posterior

—— Truth
* Observation
—*—Prior

This is the
equation for the
model time
tendency.

Ens. Size 4 € —0W1__ Change the

Model Bias 0.0 ——_ ensemble size or

the model

Inflation 1.0
param eters.

Nonlin. a 0.0

* EAKF
EnKF
RHF

Clear Hist

Reset
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Matlab Hands-On: oned_model

Purpose:

* Explore behavior of a complete 1-D ensemble filter for a linear system.
 Look at the behavior of different ensemble sizes.

File Edit View Insert Tools Desktop Window Help N

i Daede @ 08 K[E
PFIOF ensemble Ty = Ty + (z,+model bias) + a-z;-|z,|
members green ticks , Advance Model observation is a draw from A(0, 1)
. 4 : 3 — — Truth
Posterior blue, Start Auto Run 2 5 % Observaton
. . 2 . rior
observation is . \ Latest Ensemble Prior, Likelihood, Posterior 0 * Posterior
. A e Prior ) -2
Truth is always O. 0 r gl PR 4
I [}
" s \‘ %4
' A w2 .
' ' g Model Bias 0.0
0.1 f ) w
’ \ 2
0 — P 1: Inflation 1.0
T g 1
N E’M Nonlin. a 0.0
Truth in Posterior Bin 3

o

6 -4 -2 0 2 4 6 o

e Tlmeste * EAKF
Prior Rank Histogram Posterior Rank Hlstogam

=}

More on rank

(=~}

histograms later. . EnkF
5. RHF
£2 Clear Hist
0 1 2 3 4 5 0 Reset
Rank Rank
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Matlab Hands-On: oned_model

Purpose:
* Explore behavior of a complete 1-D ensemble filter for a linear system.
* Look at the behavior of different ensemble sizes.

File Edit View Insert Tools Desktop Window Help ¥

EETEERIERNE A time series of the

Ty = Ty + (2 +model bias) + a-x;-|zy|

- assimilation. Line

Advance Model observation is a draw floln N(0,1)
% T segments show
o * Observation .
Start Auto Run g ——Prior forecast evolution.
Latest Ensemble Prior, Likelihood, Posterior % Posterior .
e ‘" — Most recent prior,
i = Posterior
o ;N Eereeh 8, Ens. Size 4 observation, and
I i >3 .
” LI 5] e I posterior are same as
0.1 f ) w . .
‘ ) i in upper left window
0 z e H- 0. Inflation 1.0 .
L, i but plotted with a
%um in Posterior Bin 3 * 05 N0n||n- a 00 Ve rtical aXiS.
-6 -4 -2 0 2 4 6 %0 12 14 16 18 20
2uls Timestep * EAKF
a5 Prior Rank Histogram - Posterior Rank Histogram
EnKF
g ge
g 5 § . RHF
& &2 Clear Hist
0 1 2 3 4 5 0 4 5 Reset
Rank
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Matlab Hands-On: oned_model

Purpose:
* Explore behavior of a complete 1-D ensemble filter for a linear system.

e Look at the behavior of different ensemble sizes.

Error is the absolute
File Edit Vi . El
SRy Value of the difference
between the ensemble

nodel bias) + a-z;-|x;|

a draw from N(0, 1) . .
mean and the truth. £ ~— Truth Time series of error
* Observation
—+—Prior and spread. Sawtooth
o * Posterior .
: pattern because prior
03 2 ~oize 4 .
N g and posterior values
g e 00 are shown for each
. IR L Inflation 1.0 time.
‘ 501 Nonlin. a 0.0
X . 20 - EAKF
10 Spread is the e
g standard deviation T
g_ 5
g of the ensemble. Clear Hist
0 1 2 3 4 5 pi— 1 2 3 4 5 Reset
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Matlab Hands-On: oned_model

Purpose:

* Explore behavior of a complete 1-D ensemble filter for a linear system.
 Look at the behavior of different ensemble sizes.

12

File Edit View Insert Tools Desktop Window Help N
Deade @ 0B K [E

Ty = Ty + (2, +model bias) + a-z;- ||

Advance Model observation is a draw from A(0, 1)
4 o ] x4 ¢ —— Truth
Start Auto Run 2 5 W ) 3 g j; St?sewatlon
Latest Ensemble Prior, Likelihood, Posterior & 0 ’_;* ﬂ?‘(\{/iﬁi L el T % P:;g:erior
04 FAY ——— Prior _2 E i *
A e Posterior -
e —+ = = Lkeihood || G r Ens. Size 4
I 1 o
02 1 3 )
! oo -
' h g* Model Bias 0.0
0.1 ] ) w
Y \ 4
0 — 4 . Inflation 1.0
F) 15 . .
L 3 Kurtosis as function
N g Nonlin. a 0.0 .
Euth in Posterior Bin 3 * 05 Of tl m e . Stays
-6 -4 e2 0 2 4 6 %0 12 14 16 18 20
s Timestep * EAKF constant here
0 Prior Rank Histogram . Posterior Rank Histogram *
EnKF
g ge
f_é 5 § . RHF
o o .
[ w2 Clear Hist
0 0
1 2 3 4 Reset
Rank
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Matlab Hands-On: oned_model

Explorations:

1. Step through a sequence of advances and assimilations with
the top button. Watch the evolution of the ensemble, the

error and spread.
2. How does a larger ensemble size ( < 10 is easiest to see) act?
 Compare the error and spread for different ensemble sizes.
 Note the time behavior of the error and spread.

3. Let the model run freely using the second button.
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